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# Задание

Аналитический обзор литературы проводился в рамках выполнения работ по разработке решения для удаленного запуска процедур на распределенных вычислительных системах.

**Объект исследования:** Удаленный запуск процедур.

**Объект поиска:** Существующие решения в области реализации удаленного запуска процедур на распределенных вычислительных системах.

**Ключевые слова:** Удаленный запуск процедур, распределенные системы, вычислительные системы, высокопроизводительные системы, высоконагруженные системы, Remote execution, Remote call, Distributed systems, Highload systems, Computing system.

**Основная задача аналитического обзора литературы:**

Изучить современные подходы и решения в реализации удаленного запуска функций и процедур на распределённых вычислительных системах.

Задачи аналитического обзора литературы (детально):

1. Провести поиск источников литературы (преимущественно научных публикаций) согласно определенным ключевым словам.
2. Определить историю развития объекта поиска и выявить основные тенденции развития.
3. Определить наиболее перспективные современные разработки и направления развития объекта поиска.
4. Определить перечень УДК, к которым относится объект поиска[[1]](#footnote-1).
5. Составить список найденных источников согласно ГОСТ Р 7.0.5-2008.

Начало поиска 01.12.18. Окончание поиска 07.12.18.

# Введение

Необходимость реализации удалённого вызова процедур возникла вместе с появлением распределённых вычислительных систем, когда мощности одной локальной машины перестало хватать для выполнения сложных вычислительных операций.

Проблемы, связанные с реализацией данной технологии заключаются в неоднородности сред выполнения различных частей программы, отладке механизма синхронизации этих частей и обеспечении отказоустойчивости распределённой системы в целом.

# Результаты поиска источников литературы

В результате поиска были найдены источники, в которых описаны различные варианты архитектур распределённых вычислительных систем, использующих механизмы удалённого запуска процедур. В основном, все рассмотренные реализации основаны на применении уже готовых технологиях удалённого вызова процедур, таких как GridMD[1], XML-RPC[2], Собственных библиотек на C++, реализующих удалённый запуск процедур[3], COM и CORBA[6].

Также был найден источник, в котором были описаны результаты вычислительного эксперимента с использованием различных реализаций удалённого запуска процедур и сравнение их производительности [4].

# История развития объекта поиска. Основные тенденции развития

Первые реализации RPC были реализованы в 70-x - 80-х годах 20 века с помощью C/C++. В общем случае механизм включает в себя подсистемы:

* Транспортную – механизм передачи данных по сети (TCP, UDP, реже HTTP).
* Сериализатор – механизм преобразования входных данных процедуры, вызываемой удалённо, в формат, пригодный для передачи по сети.
* Пул потоков вызываемой стороны – механизм определения процедуры удалённого сервера, которая должна быть вызвана.

Позже, механизм RPC был усовершенствован:

* Маршалинг(Процесс более высокого уровня, позволяет передавать по сети помимо данных их кодовую базу данных, также позволяет передавать ссылку на объект, не передавая сам объект) заменил сериализацию.
* Для передачи данных стали использоваться современные структуры данных (JSON, XML)

Параллельно с усовершенствованиями были разработаны более прогрессивные реализации удалённого вызова процедур. Подробнее о них будет написано в разделе 3.

# Существующие перспективные современные разработки

В процессе развития механизма удалённого запуска процедур были разработаны решения, отличные от классического RPC. Наиболее современные и перспективные из них:

1. Cap’n Proto – Развитие технологии Protocol Buffers, основная особенность заключается в том, что результаты вызова функций немедленно возвращаются клиенту, однако это целесообразно только для составных запросов, где результат одной части используется для выполнения других частей запроса.
2. Protocol Buffers – Платформенно-независимый механизм Google для сериализации структурированных данных. Основная его особенность в том, что разработчик определяет формат данных для конкретной задачи, а механизм формирует код для работы с этими данными на всех популярных языках программирования.
3. gRPC – Современная реализация устаревших RPC от Google. Основные принципы в данной реализации были сохранены, однако были использованы современные технологии для их реализации, что позволило получить высокую производительность и независимость от платформы и используемого языка программирования.
4. Finagle – RPC от компании Twitter. Основная особенность – высокая безопасность, отказоустойчивость, стабильная работа при больших нагрузках, что делает данный механизм удобным для использования в высоконагруженных системах.
5. Thrift – Механизм, разработанный компанией Apache. Основная особенность – возможность использования различных форматов передачи данных и протоколы связи, что делает его достаточно гибким и адаптируемым под различные решения.

# Заключение

В современных распределённых вычислительных системах используются различные уже созданные методы и подходы к реализации удалённого запуска процедур. Современные разработки в этой области охватывают практически весь спектр задач, который могут выполнять вычислительные системы, и выбор конкретной технологии обуславливается конкретной задачей ВС.
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